
Final Project Gear-Up



Outline

● Using Oscar
○ Login v compute nodes
○ How to specify a job for particular partition
○ How to specify resources to use for a particular run
○ Measuring power in a completed job

● Using Full System Mode in gem5
○ Specifying custom OS
○ Specifying custom simulated file system
○ Adding custom scripts to simulated disk

● Discussing ideas!



Oscar

● Documentation: https://docs.ccv.brown.edu/oscar 

Your device

login 
node

login 
node

login 
node

Normal (batch) partition

GPU partition

BigMem partition

ssh <cs login>@ssh.ccv.brown.edu 

https://docs.ccv.brown.edu/oscar


Oscar

● Do not run tests in the login server! Submit them to one of the appropriate 
partitions or run an interactive session!



Oscar

● Submitting batch jobs
a. Command line (i.e. $ sbatch -n <num cpus> --mem=<s>gb -p <partition> 

<command> -t <hh:mm:ss>)
b. Writing run script with #SBATCH declarations

● Interactive jobs
a. Same as batch job submission but with interactive terminal in compute node (good for 

debugging)
b. $ interact -n <num cpus> --mem=<s>gb -p <partition> <command> -t 

<hh:mm:ss>
● For full list of possible commands: 

https://docs.ccv.brown.edu/oscar/submitting-jobs/batch 

https://docs.ccv.brown.edu/oscar/submitting-jobs/batch


Oscar

● Measuring energy on Oscar
○ Requires Intel cores on batch partition
○ To see the available nodes, call sfeature | grep intel

● For new jobs you will have to add following constraint, so power usage gets 
recorded. 

○ #SBATCH --constraint=intel
● Once the job is finished you can query via: sacct -j <JOBID> -o 

user,account,partition,jobid,QOS,ConsumedEnergy,ConsumedE
nergyRaw

● Call man sacct for more details on how to format this output!



Oscar

● Let’s go through an example!
● Sample program in /data/oscar/csci1952/final-project-gearup!

● We’ll use the GAP benchmark suite and run some stuff!



Oscar

● Big applications that will take a while to run! (more than a few seconds)

● Studying impact of an application on real hardware!

● Studying impact of GPUs versus CPUs on a real application!

● Limitations: you’re not a superuser, so libraries/versions need to be loaded 

dynamically (module load <library>)



Oscar Questions??



Full System Mode in gem5

● Custom disk images and OS kernels can be specified for applications
● Pre-built binaries exist in the gem5 resources: https://resources.gem5.org/ 
● Current support for FS mode is super buggy, and your life will be easier if you 

use the deprecated version (sorry!)

https://resources.gem5.org/


Full System Mode in gem5

File system: 
disk images

OS: vmlinux 
binary

Python 
configuration 
of backend 

components

Backend logic

gem5



Full System Mode in gem5

● You can download the binaries 
directly from the gem5 resources 
website

● Lots of different prebuilt OS kernel 
binaries and file systems with a 
bunch of different benchmark 
suites!

● Support for lots of different ISAs!



Full System Mode in gem5 (setting up run env)

$ mkdir -p dist/binaries

$ mkdir -p dist/disks

$ wget --directory-prefix=dist/binaries <gem5 resource OS 
kernel url>

$ wget --directory-prefix=dist/disks <gem5 resource disk>

$ mkdir bootscripts

$ echo “echo Hello World!; /sbin/m5 exit;” > 
bootscripts/run_helloworld.rcS



Full System Model in gem5 (run_fs.sh)

#!/bin/sh

export CURR_DIR=$(pwd)
export M5_PATH=$CURR_DIR/dist
export KERNEL_PATH=$M5_PATH/binaries/<linux binary>
export CPU_TYPE=AtomicSimpleCPU
export DISK_PATH=$M5_PATH/disks/<disk image>
export SCRIPT_PATH=$CURR_DIR/bootscripts/run_helloworld.rcS

$CURR_DIR/build/<ISA>/gem5.opt -d $CURR_DIR/<results dir> 
$CURR_DIR/configs/deprecated/example/fs.py --kernel $KERNEL_PATH 
--cpu-type $CPU_TYPE --disk $DISK_PATH --caches --script=$SCRIPT_PATH



Full System Model in gem5

● What happens if I want to run a program that gem5 doesn’t have a disk image 
for?

mkdir mnt

sudo python3 util/gem5img.py mount dist/disks/<filename>.img 
mnt

cp -r <my project dir> mnt/

sudo python3 util/gem5img.py umount mnt

● Then, make a bootscript that calls your built project!



Full System Mode in gem5

● What happens if I want to use a custom OS?
● Getting a new OS to work with gem5 can be pretty tedious because 

testing is slow!
● I recommend following the steps put together by the gem5 developers, and 

understand the changes they made to the reserved address spaces, etc in the 
commit history (there are only a few gem5-related commits, most have to do 
with Linux configs): 
https://www.gem5.org/documentation/general_docs/fullsystem/building_arm_
kernel 

https://www.gem5.org/documentation/general_docs/fullsystem/building_arm_kernel
https://www.gem5.org/documentation/general_docs/fullsystem/building_arm_kernel


Full System Mode in gem5

● If there’s interest, let’s go through an example!



Full System Mode in gem5

● If possible, I recommend using SE mode to run stuff where you can – it’s 
faster and more intuitive

● If you want to test OS related-concepts, FS mode will be your friend – but 
start early! Also start early if you’re using SE mode :-)



FS mode questions?



Project Ideas? 
Brainstorming?
Questions?


