
Failures, 
near-misses, and 
persistent 
oversights



Computer marketing history is 
full of blunders...
Nvidia GeForce FX 5800 Ultra “dustbuster cooler”

https://www.pcgamesn.com/nvidia/geforce-fx
http://www.youtube.com/watch?v=H-BUvTomA7M


? ? ?
Is there anything you don’t like about the 

architectural decisions we’ve seen this 
semester? Or today’s computers in general?



(Literally… not editorializing)

● 1976: Intel 8800 (iAPX 432) 
development begins; with huge 
teams of PhDs; touted as the 
permanent future of Intel

● 8800 development ambitious and 
takes forever

● 1979: need stop-gap 16-bit 
competitor to Motorola et al; 
extends 8080 in three calendar 
weeks – called 8086

● 1981: IBM goes with version of 8086 
over Motorola; sells 100 million units

x86 was actually a mistake

How else did market 
pressures/business decisions shape 

computers as we know them?

source

https://dl.acm.org/doi/10.1145/3282307


The rise of the GUI; the fall of Lisa
Xerox PARC smalltalk
(source)

Apple Lisa (1983)
GUI design, multitasking, marketed 
for office workers, $10k (source)

Apple Macintosh (1984)
Personal use, fewer 
fancy features, $2.5k
(source)

polaroids

https://www.computerhistory.org/revolution/input-output/14/347
https://computerhistory.org/blog/the-lisa-apples-most-influential-failure/
https://apple-history.com/128k
https://www.theverge.com/c/2023/2/3/23578172/lisas-family-photos


Intel Itanium
VLIW asked “can we do better than RISC or CISC?” (HP + Intel 
version of VLIW was called EPIC, implemented on the Itanium)

source why?

https://en.wikipedia.org/wiki/Itanium#/media/File:Itanium_Sales_Forecasts_edit.png


“Itanic”/”EPIC fail”
“Buying an Itanium system to run 
today's desktop applications would 
be a dumb idea… the chip must shift 
into an emulation mode … at the 
same clock speed, older and cheaper 
processors can run garden-variety 
productivity applications faster.”

- Review of the Itanium, 2001

This continues to be one of the great fiascos 
of the last 50 years, and not because Intel 
blew too much money on its development or 
that the chip performed poorly and will never 
be widely adopted. It was the reaction and 
subsequent consolidation in the industry that 
took place once this grandiose chip was 
preannounced.
- John C. Dvorak, 2009

“The Itanium approach...was supposed to be so 
terrific—until it turned out that the wished-for 
compilers were basically impossible to write”
- Donald Knuth

https://www.zdnet.com/article/upgrading-your-server-a-look-at-the-itanium/
https://web.archive.org/web/20120608105627/http://www.pcmag.com/article.aspx/curl/2339629


Not just industry: Illiac IV
“First massively parallel computer” – conceived as a project to push the 
limits of computer architecture

Expectation Reality

Budget $8 million

Delivery date 1970

Processing 
elements

256

MFLOPS 1000

Home UIUC

image source

Why?
● High ambitions

● Poor project management
● Novel changes to hardware 

manufacturing

…But: dawn of MIMD, realization of 
semiconductor memory“Reaching for a gigaflop” paper

https://en.wikipedia.org/wiki/ILLIAC_IV#/media/File:ILLIAC_IV_Processing_Unit.JPG
https://ieeexplore.ieee.org/document/6367550


1970: Vietnam war seeing large opposition on campuses

DoD is large source of research funding

Military Procurement Act of 1970: increased scrutiny to justify 
that funding is actually useful to the military

Student newspaper wrote Illiac could be used to 
manufacture nuclear weapons; students later declared a 
“day of Illiaction”

PI declared that, as long as Illiac was on campus, it would 
not be used for classified problems… funders did not like that

Politics, war, unrest

from Futurama



? ? ?
What do we notice? Are the issues that lead to 

“failures” unique to these projects? Have 
projects with similar issues/risks succeeded?



(A synthesis of forum posts/reviews)

● Deep pipeline combined with terrible branch predictors
● Over-reliance on one mode of computing (multithreaded, integer, FP)
● Penalties for the “bad” case (cache miss, branch misprediction, etc)
● Bad thermals/performance per watt
● Incompatibility/overreliance on suboptimal component

Common issues in uarchitectures

But what’s the course of action (from the consume and the 
company) when there’s an actual hardware bug?



? ? ?
What’s the point of floating point?



Different computers allowed for different representations of 
variable-magnitude

Mathematics produced different results on different computers … but 
rounding error is inevitable, so maybe this is OK

“Portable” software packages (Linpack, Eispack) cost a lot to develop

Led to issues when people upgraded their computers (IBM 7094 → 
System/360 meant doubles worked worse than single-precision)

Led to issues based on hardware optimization (early Cray machines)

Before floating point standards

“Gresham’s Law (“Bad money drives out Good”) for computers would say, 
“The Fast drives out the Slow even if the Fast is wrong.”  – William Kahan



Naive algorithm: shift-and-subtract (mimics human mechanics)

Modern implementations: Sweeney, Robertson, Tocher (SRT): uses a 
lookup table to halve the number of operations needed

Intel Pentium used a lookup table of 2048 cells (1666 of which needed 
to be populated with a value in [-2, 2]).... five were not set correctly 
(explainer paper)

FP division algorithms + errors

https://math.mit.edu/~edelman/homepage/papers/pentiumbug.pdf


Pentium bug backlash

New York Times, Nov 24 1994

source

New York Times, Dec 13 1994

source

https://www.nytimes.com/1994/11/24/business/company-news-flaw-undermines-accuracy-of-pentium-chips.html
https://web.archive.org/web/20190618044444/http://www.trnicely.net/pentbug/pentbug.html
https://www.nytimes.com/1994/12/13/us/ibm-deals-blow-to-a-rival-as-it-suspends-pentium-sales.html
https://www.ardent-tool.com/CPU/Intel/fdiv/white11.pdf


source and good explainer

Bonus: retrospective and opinions on 
hardware testing

https://www.righto.com/2024/12/this-die-photo-of-pentium-shows.html
https://ieeexplore.ieee.org/document/372360
https://ieeexplore.ieee.org/document/372360

