
(Uniprocessor) 
Thread-level 
parallelism



? ? ?
ILP can hide a lot of latency:
● Multi-cycle instructions

● Data hazards
● Control hazards

What latency can’t ILP hide?



Superscalar waste

cycles



Threads

Individual imperative 
programs that run 
concurrently and share an 
address space
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Allow multiple threads to share CPU resources (FUs)

Contrast with general TLP (thread-level parallelism) in multi-processor 
systems (each processor provides separate resources)

Usually multithreaded per processor as well

NOT instruction-level parallelism!!! (but can play well with ILP techniques)

Uniprocessor multithreading



? ? ?
What do we need to add (or replicate) in the 

hardware to support multithreading?



RISC-V harts🧡



Granularity of multithreading
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Fine vs. coarse grain



SMT



Each thread has own PC, own ROB

One or more threads issue instructions per cycle on OOO processor

Execution and committing might happen from multiple threads

Execute is agnostic to which instruction belongs to which thread

Not all modern processors support SMT

(Intel’s name for SMT: “Hyperthreading”)

Intel, AMD, ARM implementations can allow for two threads

How does SMT differ from OS/SW-based scheduling?

More info on SMT



? ? ?
What sorts of workloads wouldn’t work well for 

SMT?



Diminishing gains

Why is single thread 
SMT slightly worse 
than superscalar 

without SMT? 

What leads to this drop?
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? ? ?
How do we choose which thread to fetch 

instructions for in each cycle?



Fetch policies

ICOUNT: fetches 
from thread with 
the least number 
of instructions in 
decode/rename 

/instruction queue

Why is this good 
for throughput?



Power, Energy
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? ? ?
Whether an application will benefit from SMT is 

not obvious – what effect does this have on 
the programmer? What could be done about 

this?


